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Abstract—The requirement for networked multi-core systems is expanding dramatically in many domains such as, aerospace, industry 4.0 and automotive areas. Today’s systems that implicate multi-cores, complex architectures and a big variety of applications require well-structured and hierarchical simulation environments. In addition, an efficient and early validation of system requirements during design phase and not during implementation or deployment phases is essential. This has led to a higher demand for simulation tools and environments that can meet the increasing expectations for simulation accuracy, real-time and mixed-criticality support. However, currently there is a gap between the mixed-criticality integration at chip-level and off-chip level, which is a challenge for upcoming mixed-criticality systems with multi-core chips. In this work, a hierarchical simulation environment for mixed-criticality systems based on multi-core chips is introduced. The presented simulation model utilizes criticality-aware interfaces and gateways throughout the different simulated system levels, and successfully combines different simulation tools for the scope of the simulated case realization. In addition, an avionic use-case is presented to validate the presented simulation environment.

I. INTRODUCTION

The use of multi-core processors in embedded systems enables new applications with high-performance requirements such as embedded vision systems for autonomous vehicles [1]. In addition, the computational power of a multi-core processor facilitates a higher physical integration, where several electronic functions can be implemented on a single chip. In large electronic systems, e.g. the distributed in-vehicle electronic system of a car, this higher integration allows providing services with fewer ECUs compared to systems with single-core processors. Benefits include a reduction of cabling, lower hardware cost, less weight and easier installation.

The physical integration often leads to mixed-criticality systems, if the functions of the multi-core processor exhibit different safety assurance levels. In this case, mechanisms for temporal and spatial partitioning [2], [3] are required, which establish fault containment and the absence of unintended side-effects between functions.

At the same time, multi-core processors introduce significant challenges for safety-critical systems and mixed-criticality systems. An example of such a challenge is the sharing of resources (e.g., caches, buses and inputs/outputs), which can lead to temporal interferences precluding the assurance of the real-time requirements. Therefore the use of multi-core processors in safety-critical systems is a cause of concern to certification authorities. For example, avionic certification authorities point out that the features of multi-core processors could cause a loss of integrity, a loss of availability or non-deterministic behavior [4]. In order to overcome these challenges, the integration of functions with different criticality using time and space partitioning has been introduced at various integration levels in prior research. Operating systems and execution layers that provide these services based on task scheduling, memory protection and suitable hardware abstractions are available as products (e.g. PikeOS [5], Deos [6]).

However, a single multi-core chip is insufficient in many embedded applications. Therefore, hierarchical networks including off-chip and on-chip networks are required. Likewise, hierarchical networks are required to achieve a system reliability beyond the reliability of a single chip and to satisfy resource requirements exceeding the capacity of a single chip. As a consequence, hierarchical platforms emerge in which cores inside a multi-core chip interact by on-chip networks whereas multi-core chips are interconnected by off-chip networks.

At present, there is, however, a significant gap between the mixed-criticality integration at chip-level and off-chip level, which is a challenge for upcoming mixed-criticality systems with multi-core chips. This paper introduces a simulation framework of multi-core platforms for a hierarchical system perspective of mixed-criticality applications combining the chip and off-chip level. This combination is established through a gateway to enable vertical integration and seamless communication in hierarchical networks respecting mixed-criticality safety requirements. We support message-based NoCs and off-chip networks with different timing models, while also establishing real-time guarantees, fault isolation and protocol transformations.

The remainder of the paper is structured as follows. Section II provides an overview of related work in the area of simulation environments for cluster and chip communication. Section III introduces the simulation tools that are used to establish the simulation framework. The realization of the simulation framework using GEM5 and OPNET Riverbed is discussed in Section IV. The simulation framework is instantiated for an example in Section V. The paper finishes with a conclusion in Section VI.

II. RELATED WORK

In the last decades, the use of embedded systems in many application domains (e.g. automotive electronics, avionic) has rapidly increased. With the increasing complexity of such heterogeneous systems, testing of embedded devices at the
cluster and chip level has become a challenging and costly process.

In previous work [7] a Time-Triggered Ethernet (TTEthernet) simulation environment based on OPNET [8] was introduced. This environment introduces generic building blocks such as end-systems and switches that can be instantiated and configured based on application-specific communication schedules (e.g., period and phase of time-triggered messages, minimum interarrival time of rate-constrained messages) [7]. Also, the simulation of TTEthernet is supported using OMNeT++ [9], where a model based on standard Ethernet is introduced in the INET framework. A TTEthernet simulation model based on SystemC/TLM was realized for the design and integration of Cyber-physical systems (CPSs) [10], where communication is supported with different hardware components through a memory-mapped bus.

Beside the off-chip communication, the simulation of on-chip networks is necessary to understand the Multi-Processor System-on-a-Chip (MPSoC) system level implications of network techniques and evaluate MPSoC design proposals with a realistic interconnect model.

Many Network-on-Chip (NoC) simulators have been developed using SystemC such as NOXIM [11] and NNSE [12]. These NoC simulators simulate on-chip interconnection networks, that are only suitable to evaluate the performance of network architectures using synthetic packets. The NOXIM simulator can be instantiated and configured based on the user design by defining several parameters of a NoC (i.e. network size, buffer size, packet size distribution, routing algorithm, selection strategy, packet injection rate, traffic time distribution, traffic pattern, hot-spot traffic distribution). NNSE enables to analyze the performance impact of NoC configuration parameters (e.g. network topology, flow control, routing algorithm, application specific traffic patterns, etc.), and evaluate the network with the traffic patterns in terms of latency and throughput.

Several researchers have developed simulation platforms using QEMU and SystemC to simulate CPU cores as well as on-chip interconnection network such as [13] [14].

[15] developed a detailed cycle-accurate interconnection network model (GARNET). The GARNET model is a network model that covers the entire system at chip level and not only the network interconnection, and it is possible to interconnect multiple cores with different networks and components like caches and memory controllers.

III. SIMULATION TOOLS

This section gives an overview about the simulation environment that has been used to implement the simulation model of the mixed-criticality networked multi-core chips; OPNET Riverbed simulation and Gem5 simulation tool.

1) OPNET Riverbed Simulation Tool: OPNET Riverbed is a tool suite for discrete event simulations of communication networks. Simulation models in OPNET Riverbed are organized hierarchically consisting of three main levels: the simulation network, node models and process models. These three levels represent the structure of real-world distributed systems consisting of clusters with networked nodes (e.g., end systems, switches) and different protocol layers.

The top level refers to the complete distributed system and is used to create a network model using building blocks from the standard library and user-defined components. At this level, statistics about the network are collected, the simulation is executed and results are viewed. The node models are at the second level in the hierarchy and have a modular structure. The node is defined by connecting various modules with packet
streams. The connections between modules allow packets and status information to be exchanged between modules. The modules in the nodes are implemented by using process models, the lowest level in the hierarchy. Process models are represented by finite state machines, and a process interface that defines the parameters for interfacing other process models and configuration attributes. Finite state machine models are described as embedded C or C++ code blocks. The hierarchical structure of the models, coupled with support for C and C++ code, allows for easy development of communication or networking models.

2) Gem5 Simulation Tool: Gem5 is a cycle-accurate, modular framework for simulating system-level architectures and processors microarchitectures. It provides multiple instruction set architecture (ISA) support and several CPU models that can be combined with multiprocessors system simulations. Moreover, Gem5 is widely used for the evaluation of power and energy efficiency of the simulated systems, it is possible to run simulations in full-system and system-call execution modes. Besides that, gem5 provides simulation models for memory systems [16].

Gem5 is a discrete event simulation framework, it has an object-oriented structure that offers flexible compositions to describe complex simulation designs. Gem5 provides a high level of accuracy in performance estimation and high simulation speed [17]. Workloads of different domains can be employed using benchmarks.

Gem5 is built on M5 [18] which is used for modeling networked systems, and GEMS [19] multiprocessor simulator for memory systems. Moreover, modeling complex multiprocessor system-on-chips is possible by configuring the simulation parameters (e.g., number of cores, microarchitecture, memory system, cache levels, simulation cycles). The latter parameters are used in the Python-based Gem5 scripts to adjust the hierarchical simulation setup accordingly.

IV. SIMULATION MODEL

The simulation model of the simulation environment is depicted in Figure 1. The simulation model comprises a mixed criticality multi-core NoC, TTEthernet end-systems and TTEthernet switches. The mixed criticality multi-core NoC is implemented using the Gem5 simulation tool, while the TTEthernet system is implemented using the OPNET Riverbed simulation tool. Therefore, the integration of these simulation tools requires the presence of communication and coordination interfaces. Furthermore, the coordination of these simulation tools requires the synchronization of the simulation steps since the simulation step on one simulation tool may depend on the result of the other simulation tool.

In our system model, we distinguish three types of criticality according to traffic types:

- Time-triggered control for periodic messages: They are temporally defined by a period and phase with respect to a global time base and they have the highest priority.
- Rate-constraints for sporadic messages: Sporadic messages represent rate-constrained communication with minimum interarrival times between successive message instances.
- Best-effort for aperiodic messages: They have no timing constraints on successive message instances and no guarantees with respect to the delivery and the incurred delays and they have the lowest priority.

In the following, a description of the simulation environment for the mixed-criticality multi-core NoC [20] and TTEthernet system is provided. Moreover, the integration of the Gem5 and OPNET simulation tools is described.

A. Mixed Criticality Multi-Processor System-on-Chips

In a mixed-criticality MPSoC, tiles are interconnected by a mixed-criticality NoC. A tile can host a single or multi-core processor, an off-chip/on-chip gateway or an on-chip memory. Processor cores can be virtualized by mixed-criticality hypervisors (e.g., XtratuM or KVM) [21], which establish one or several partitions. Each partition executes application tasks that utilize the computation resource separately. According to the application and architecture requirements, the NoC has a corresponding topology for interconnecting the tiles and the on-chip routers (e.g., mesh, torus, folded torus, hypercube, octagon).

It is assumed that the NoC comprises three building blocks, on-chip Network Interfaces (NIs), physical links and on-chip routers. The NI serves as an interface to the NoC for the tiles by exchanging the messages between the tiles and the interconnect. Routers relay the messages from a sender NI or an adjacent router to the destination NI or the next router. Physical links establish the physical connection between the aforementioned two elements.

Below, the simulation model of each building block is described.

1) Network Interface: The NI injects the messages from the tile into the interconnect and delivers the received messages from the interconnect to the tile. A sender NI inserts the route information according to the configuration information into the message and builds the messages, based on the information given by the core. The NI at the destination side receives the fragments of the messages (known as flits) and assembles the messages to be delivered to the tile.

A mixed-criticality NI is composed of the following building blocks, the core interface, the Mixed-Criticality Unit (MCU) and the back-end.

The core interface provides the processor cores with ports that offer a memory-mapped access to the NoC [22]. From the application point of view, ports can be input or output; The core is able to write the message into an output port and thereafter the message is sent and queued at an input port, which is on the destination tile. Based on the semantic of the message, ports can be classified as state or event. In case of a state port, the data area is a buffer with update-in-place semantics, i.e., it is overwritten whenever a new data becomes available from the core or the network. In case of an event port, new messages are added to a queue of message buffers.

The MCU makes the NoC capable of mixed-criticality applications and offers fault containment by temporal partitioning of safety-critical and low-critical messages. This is basically done by buffering the messages that are originated from low-critical subsystems and timely injecting of the messages that are originated from safety-critical subsystems. In this way, a runtime scheduling of resource requests, such as allocating bandwidth or processing of queued messages is performed and the interconnect need not care about the priority of messages
or even whether the message originated from a safety-critical subsystem or a non-safety-critical one.

The MCU provides also the timing grantees (e.g., bounded latency and jitter, guaranteed bandwidth) and the integrity of messages sent by other tiles. The contention between messages of different traffic types is resolved by considering periods and phases for periodic messages, the Minimum INterarrival Times (MINT) as well as the priorities for sporadic messages and in case of available bandwidth, the transmission of aperiodic messages. The MCU injects the Time-Triggered (TT) messages based on a given schedule. In case of Event-Triggered (ET) messages, the MCU injects the messages based on the priority and the rate-constraints of the messages.

The segregation between the TT and ET messages is established using timely blocking or shuffling (in some cases). Timely blocking [23] is established by time-triggered guarding windows, which block the transmission of any other ET messages. It is guaranteed that the bandwidth is free for the injection of the TT message and eliminates the impact of ET messages on TT messages by the cost of lower bandwidth usage. However, in case of shuffling, the MCU considers the TT message as the highest priority message and hence, TT messages may incur a delay, if an ET message has occupied the NoC prior to them. This results in a higher jitter for TT messages, but a more efficient usage of bandwidth by ET messages.

The third building block is called as back-end and has no understanding about the concept of time and criticality. This is exactly the NIs in the existing NoCs and performs all the NoC-specific operations. This unit provides the building blocks of the NI with an interface to the routers by generating the packets and consequently flits and sending the flits to the routers at the sender tile [24]. In addition, this unit disassembles the packets and flits received from the NoC and sends them to the destination input ports for incoming messages at the destination tile.

2) Routers: On-chip routers relay the messages to the next NI or router, based on the information obtained from the header. Each router contains input and output units, configuration registers, a switch and control logics, which are continuously updated by the header to implement the flow control functions required to buffer and forward the messages to destinations. Depending on the implementation of the NoC, a distributed or source-based routing scheme can be used [20]. In a distributed routing, the path to the destination is computed or looked-up by a route computing unit at each hop. In case of a source-based routing, the route is embedded in the header and it will be decoded at each hop.

3) Implementation of the NoC Model in Gem5: The above described model was implemented using the Gem5 simulation environment. As shown in Figure 2, a Time-Triggered Extension Layer (TTEL) [22] was added to the on-chip NI of the fixed pipeline GARNET interconnection network [15]. The intention of using the TTEL at the on-chip NI is to realize the functionality of the MCU and to make the NoC capable of supporting mixed-criticality applications.

The simulated NoC, models a classic five-stage pipelined router, including input buffers, routing logic, allocators and the crossbar switch, with Virtual Channel (VC) flow control at flit-level. It also supports both mentioned communication paradigms, i.e., TT and ET.

The time-triggered behavior in Gem5 was technically realized by extending the Consumer class and adding a Scheduled Wake-up to this class. This class is a virtual base class of all classes that can be the targets of wakeup events. This change enables the classes inherited from Consumer to be waked-up not only by the linked consumer, but also by the scheduled wake-up (using schedule method).

Each message is an instantiation of the extended NetworkMessage class. The extension was performed to add mixed-criticality relevant parameters (e.g., message type, temporal characteristics, deadline, virtual-link ID) to the class to be used by the MCU (e.g., to forward the message to the destination port). In addition, statistical information (e.g., timestamps, arrival times) are added to the NetworkMessage class to be used at the destination core for the simulation results.

The NI and the routers in GARNET handle the messages of different types and priorities in the same manner, as the type and the priority of the messages are abstracted from them. This is the task of the MCU to establish a collision-free communication of the TT messages and to guarantee no impact of the ET message on the TT messages due to contention at the resources (e.g., buffers at routers, physical links).

4) Simulation Model of the Off-chip/On-chip Gateway: Each multi-core NoC has an off-chip/on-chip gateway. The off-chip/on-chip gateways are used in order to establish the end-to-end communication over heterogeneous and mixed-criticality networks. The connection between off-chip and on-chip networks is established through gateways. An off-chip/on-chip gateway is responsible for the redirection of messages between the NoC and the off-chip communication network. Additionally, the off-chip/on-chip gateway provides a solution for mixed-criticality systems with different timing models, fault isolation and real-time guarantees.

The gateway was realized as a tile connected through the NoC to the others tiles. The NoC simulation model uses the fixed pipeline GARNET interconnection network [15] with a configurable network topology. Gem5 also allows to configure the number of cores (e.g., CPU, memory controller, L2 cache controller, etc.). The TTEL and gateway are integrated into the GARNET interconnection network.

The structure of the simulation building block of the gateway is illustrated in Figure 3. The constituting layers of
the gateway are the bridge, serialization, local controller as well as ingress, egress and VL queues.

The cache coherence protocol “Network test” \(^1\) was extended to allow to the gateway to interact with the GARNET interconnection network.

In what follows, a description of the simulation building block of the gateway is provided.

**Simulation Queue Elements:** The gateway has three types of queues, as follows:

- **Ingress queue:** It consists of one FIFO queue for each network. The ingress queue that connects the NoC interface with the bridge layer is implemented using a specific language for specifying cache coherence protocols to establish the connection between the gateway and the GARNET interconnection network. Whereas the ingress queue that establishes the connection to the off-chip network is implemented using the queue C++ class.

- **Egress queues:** They consist of one periodic egress queue and two sporadic queues and one sporadic egress queue. Each sporadic queue has its own priority level. The egress queues are implemented using the queue C++ class.

- **VL queues:** They belong to two groups: one for the periodic messages and the other one for the sporadic messages.
  - **Periodic VL buffers:** Each periodic VL has one periodic VL buffer, which provides buffer space for exactly one message. In case this buffer is full and another message arrives with the same VLID, the newer message replaces the old one.
  - **Sporadic VL queues:** Each sporadic VL has one queue. It is possible to store several messages of the respective VL in this queue.

VL queues are implemented also using the queue C++ class.

**Bridge Layer:** The bridge layer classifies the incoming message based on the message types. The periodic and sporadic messages are stored in the corresponding VL queue. This is done by extending the virtual link id from the message and comparing it with virtual link id that is stored in the look-up table. While an aperiodic message is stored in an aperiodic queue in the egress queues.

The bridge layer is determined by the time parameters (i.e. period and phase) the point in time when the periodic message is relayed from the VL queue to periodic queue in the egress queues. This ensures the deterministic communication behavior of the periodic messages.

Furthermore, the bridge layer triggers the injection of the sporadic messages, which are stored in the corresponding sporadic VL queue, based on the predefined configuration parameters. These parameters define the communication flow of the sporadic messages, which is associated with two main parameters for each virtual link: minimum interarrival times and jitter.

Additionally, the bridge layer is responsible for storing aperiodic messages in the egress queue based on the direction of the destination address.

**Serialization Layer:** The serialization layer responsible for injection of the different messages from their egress queue into the NoC as well as the off-chip network based on the predefined schedule for the periodic messages and based on the priority of the sporadic messages. The serialization layer has two modes to inject the messages; Timely-block and shuffling. Using the Timely-block, the serialization layer guarantees that a network is free when a periodic message arrives at the periodic egress queue. This achieved by using so called guarding window to control the transmission flow to the NoC or to the off-chip network. The guarding window opens and closes based on the predefined schedule. The guarding window prevents the start of a transmission of a sporadic or aperiodic message if it would delay the subsequent periodic message. While the shuffling, there is no used of guarding window where no messages can be transmitted. The periodic messages are assigned higher priority than sporadic and aperiodic messages.

In the shuffling, the periodic message periodic message is delayed by at most one sporadic or aperiodic message that is already in transmission.

**Local Controller:** The local controller is responsible to provide a communication interface from/to their networks. Furthermore, the local controllers interact with the gateway functionalities such as queuing and mapping of the incoming/outgoing messages. The gateway functionalities are responsible for converting the exchanged message formats between the simulation tools, and mapping the destination addresses of the incoming messages to the target application. These functionalities require queuing structures that handle the transmitted messages.

**B. TTEthernet System**

For the off-chip network, we implemented the simulation environment for the TTEthernet. The TTEthernet is realized using the OPNET simulation tools [25]. The simulation building blocks of the TTEthernet are listed in the following.

1) **TTEthernet Switch:** As shown in 4, the TTEthernet switch consists of multiple physical links and a bridge. Each physical link contains a physical layer and a MAC layer. The physical layer is built according to IEEE 802.3 [26]. The MAC layer is based on IEEE 802.3 with the following extensions. The MAC layer checks the validity of the destination address for an incoming frame. This field is extracted from the destination address using the bit mask 0xffffffff0000. If the field has the predefined value of the critical traffic marker, this frame is...
either periodic or sporadic. Otherwise, the frame is regarded as aperiodic.

The switch distinguishes between periodic and sporadic frames using the EtherType value. The IEEE Standardization Authority has assigned the values 0x88d7 [27] and 0x0800 [28] for EtherType fields of periodic and sporadic frames.

Figure 4 shows the block diagram of the bridge model. The task of the bridge is to handle and forward ingress frames to the egress ports depending on the traffic type. The bridge model contains five layers:

- **Packet classification layer**: it puts the ingress frames into one of the internal queues based on the traffic type and Virtual Link IDentifier (VLID). In the case of a periodic message, each periodic Virtual Link (VL) has one periodic VL buffer, which provides buffer space for exactly one message. In case this buffer is full and another message arrives with the same VLID, the newer message replaces the old one. A sporadic message has one queue for each sporadic VL. All aperiodic messages are stored in one queue since aperiodic messages have no timing constraints on successive message instances and no guarantees.

- **TT scheduling layer**: It is responsible for relaying periodic frames from the VL buffer to the periodic frame queue at the correct egress port according to the communication schedule. The communication schedule also determines the point in time when the time-triggered frame will be relayed, thereby ensuring deterministic communication behavior.

- **Sporadic shaper layer**: It realizes the traffic policing for the sporadic frame by implementing an algorithm known as token bucket [28]. This layer checks the time interval between consecutive frames on the same VL and moves rate-constrained frames from the virtual-link queue to one of the sporadic egress queues. We distinguish between two priority classes of sporadic frames using two corresponding sporadic egress queues.

- **Aperiodic Configuration layer**: It is responsible for relaying the aperiodic message, where the spanning tree protocol is used to establish a loop-free topology for communication of aperiodic messages [26]. The supported aperiodic messages include Bridge Protocol Data Units (BPDU) and aperiodic data messages. BPDU messages are exchanged between off-chip routers to determine the network topology, e.g., after a topology change has been observed.

- **Egress queue layer**: It forwards the frames from the egress queues to the MAC layer according to the priority. The highest priority is assigned to time-triggered frames, whereas aperiodic messages have the lowest priority.

2) **TTEthernet End System**: Figure 5 shows the block diagram of a TTEthernet end system. The end system consists of the following layers:

- **Application layer**: it generates the payload traffic with a timing depending on the application specifications (i.e. periodic, sporadic and aperiodic). This payload frame includes meta-data with payload info such as the source ID, the sender ID, and the receiver ID. The meta-data is used to configure the lower layers.

- **Fork layer**: it is the interface layer between the technology-independent generic source and the technology-dependent lower layers. According to the configuration parameter in the fork layer, it passes the incoming frame to one of the following layers: TT clock, sporadic shaper or aperiodic Priority.

- **TT clock**: it is responsible for the deterministic behavior of the time-triggered frames. In the TT clock layer, the incoming frame is buffered in a corresponding VL buffer and then the frame is sent to the TTE controller layer at the time specified in the static communication schedule.
• Sporadic shaper: it is responsible for guaranteeing the minimum time interval between two consecutive instances of sporadic frames on the respective VL.

• Aperiodic priority: it forwards the frames to the TTE controller layer according to the priority. There are two priority levels of the aperiodic frames.

• TTE controller layer: The TTE controller layer contains three queues, namely one for each traffic type. It sends the frames to the lower layer according to their priority. Periodic frames have the highest priority, whereas aperiodic frames are assigned the lowest priority.

• MAC interface layer: it provides services for the outgoing frames from the upper-layer and the incoming frames from the MAC layer. The frames that come from the MAC layer are directly sent to the sink layer.

• Sink layer: the received message ends at the sink. The sink is responsible for logging and gathering statistical results.

• MAC layer: it implemented based on IEEE 803.2.

C. Linking Simulation Tools

The integration between the versus discrete event simulation tools (i.e. OPNET and GEM5) requires the presence of communication and coordination interfaces. Furthermore, the coordination of different simulation tools requires the synchronization of the simulation steps since the simulation step on one simulation tool may depend on the result of the other simulation tool.

The simulation tool executes its simulation based on its own local event calendar. The local event calendar contains the tool’s local events as well as global events that are used to synchronize the co-simulation based on the co-simulation global calendar. The co-simulation global calendar represents the time model of the execution order of both simulation tools, it contains events that have causal relationship in the co-simulation. Moreover, managing and modifying the events of the local event calendar is mandatory in the selection of the simulation tools, As presented in [29].

<table>
<thead>
<tr>
<th>Tile ID</th>
<th>Core ID</th>
<th>Description of the applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tile #0</td>
<td>Core #0</td>
<td>It contains different tasks describing the pilot actions with respect to the localization tasks.</td>
</tr>
<tr>
<td>Tile #0</td>
<td>Core #1</td>
<td>It is a guidance task that is responsible for computing the parameters required to guide the aircraft.</td>
</tr>
<tr>
<td>Tile #2</td>
<td>Core #0</td>
<td>Responsible for trajectory tasks.</td>
</tr>
<tr>
<td>Tile #2</td>
<td>Core #1</td>
<td>Nearest airports task builds during the flight a list of the nearest airports.</td>
</tr>
<tr>
<td>Tile #3</td>
<td>Core #0</td>
<td>It describes the different pilot actions that are translated into inputs for the sensor task.</td>
</tr>
<tr>
<td>Tile #3</td>
<td>Core #1</td>
<td>Different sensors used to manage and generate the most probable position of the aircraft.</td>
</tr>
</tbody>
</table>

TABLE I: Applications Description

V. Evaluation Use Case

This section demonstrates a real scenario of an avionic use-case using the proposed simulation framework. Figure 6 depicts the topology of the simulated avionic use-case. The off-chip topology is composed of eight nodes, namely a navigation database server, sensor data provider (SDP), display management system (DMS), flight management system (FMS), auto pilot, panel and two cameras, interconnected by two time-triggered switches in a star topology. The FMS is composed of five interconnected tiles, each of which containing a single or more cores. Tiles are connected by a 2 x 2 mesh topology as shown in Figure 6. Each tile contains one or more cores that run tasks as listed in Table I. As shown in Table II the data exchange of the applications is performed using periodic time-triggered messages, sporadic rate-constrained communication, and aperiodic messages.

Table II lists the simulation results for the evaluation of the avionic use-case. We observed significant discrepancies of the end-to-end jitter for different traffic types, i.e., the difference between the maximum and minimum end-to-end latency between the applications.

VI. Conclusion

A simulation environment for mixed-criticality multi-core systems is presented. This environment is based on a detailed simulation module that has the capability of simulating multi-core NOCs in combination with and off-chip system. The criticalities of the different cores and tiles can be simulated according on the simulated cases. The simulation environment presents off-chip gateway and switches in addition to on-chip interfaces, and communication paradigms required to guarantee the fault containment and preserve criticalities. The
TABLE II: Message Exchange and Simulation Results of the Avionic Use-Case

<table>
<thead>
<tr>
<th>MSG. ID</th>
<th>Sender</th>
<th>Receiver/s</th>
<th>Type</th>
<th>time</th>
<th>msg size</th>
<th>Maximum Latency</th>
<th>Jitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SENS_A1</td>
<td>SENS_c1</td>
<td>Aperiodic</td>
<td>0.2s</td>
<td>72</td>
<td>389 µs</td>
<td>87 µs</td>
</tr>
<tr>
<td>2</td>
<td>SENS_A2</td>
<td>SENS_c1</td>
<td>Aperiodic</td>
<td>0.2s</td>
<td>72</td>
<td>346 µs</td>
<td>90 µs</td>
</tr>
<tr>
<td>3</td>
<td>SENS_A3</td>
<td>SENS_c1</td>
<td>Aperiodic</td>
<td>0.2s</td>
<td>72</td>
<td>274 µs</td>
<td>79 µs</td>
</tr>
<tr>
<td>4</td>
<td>SENS_A4</td>
<td>SENS_c1</td>
<td>Aperiodic</td>
<td>0.2s</td>
<td>72</td>
<td>220 µs</td>
<td>59 µs</td>
</tr>
<tr>
<td>5</td>
<td>LOC_A1</td>
<td>LOC_c1</td>
<td>Aperiodic</td>
<td>0.2s</td>
<td>72</td>
<td>419 µs</td>
<td>81 µs</td>
</tr>
</tbody>
</table>
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